Paper Summary


DISCOVERING MOTIFS WITH TRANSCRIPTION FACTOR DOMAIN KNOWLEDGE
New motif-discovery algorithm, DIMDom, exploits 2 kind of information:
1. pattern of binding site classes

2. posterior probabilities of these classes

Compare DIMDom with MEME (http://meme.sdsc.edu/meme/meme-intro.html)

Introduction
Gene expression: 
gene decoded to form mRNA

Transcription factor: 
molecule binds to a short sub-string (binding sites) in promoter region of gene.
A transcription factor can bind to several binding sites to make genes co-expressive. These binding sites have common patterns.
Motif discovery problem:  discover common patterns, from a set of promoter regions without knowing the positions of binding sites.
PSSM (Position Specific Scoring Matrix): common motif representations.

4 x l matrix: length-l motif

PSSM are built on the basis of a set of known binding sites.

e.g. This matrix has been built from an alignment of 12 binding sites for the yeast transcription factor Pho4p.
A |  3   2   0  12   0   0   0   0   1   3

C |  5   2  12   0  12   0   1   0   2   1

G |  3   7   0   0   0  12   0   7   5   4

T |  1   1   0   0   0   0  11   5   4   4

The matrix is used to scan sequences for putative Pho4p binding sites
The score assigned to a piece of sequence S:
WS=log[P(S|M)/P(S|B)]
P(S|M), the probability to observe sequence S given the motif model M (the matrix).
P(S|B), the probability to observe sequence S given the background model B .
Existing algorithm: assumes prior probability of each matrix being chosen is the same.
Transcription factors bind to binding sites by substructures called active binding domains (domain).

If we know which domains of the transcription factors contact the binding sites, we can improve the accuracy of existing algorithm.

DIMDom algorithm: EM approach

· Expectation step: find over represented patterns

· Maximization step: based on motif matrix, guess class of binding site patterns, modify motif matrix

The Model

Input sequences length-l substrings X = {X1, X2, …. Xw}

Xi either belong to background with probability λb
or belong to hidden motif M with hidden probability 1- λb
Z = (Z1, Z2, … Zw) is missing data : determines if Xi is generated according to background or hidden matrix M.
Likelihood of some particular B, M, λb being the hidden parameters is
L(B, M, λb | X, Z) = P(X, Z | B, M, λb) = a formula for this…

Goal of many existing algorithms is to discover B, M, λb with maximum likelihood

Narlikar and Hartemink analyzed 3857 published binding sites. They classified binding sites into 6 groups (classes). Gives probability Pm(g), g = 1, 2 … 6 that the hidden matrix is in a class g.

Bayesian Mixture Model

A motif class g, g = 1, … 6 is randomly chosen. A probability matrix is picked.

Goal of motif discovering problem: discover motif M and other parameters with maximum likelihood with respect to the given X and Pm.

Given substring X, missing data Z, hidden motif M and the motif class g, 

likelihood of particular B, λb, Pm being the hidden parameters of the Bayesian mixture model

L(B, λb, Pm | X, Z, M, g) = …. L(B, M, λb | X, Z) P(M|g) Pm(g)

Characteristics of the Motif Classes

Analyze the characteristics of the 6 defined motif classes.
DIMDom Algorithm

Expectation step: based on current estimates of M, B, λb, g, calculates the expected log likelihood log L(B, λb, Pm | X, Z, M, g), over conditional probability distribution of missing data Z from input sequence X.
Maximization step: calculates a new set of M, B, λb, g based on the new estimated Z. 
Repeats EM steps with different seed matrices.

Expectation step: Given M(0), B(0), λb(0), g(0) , the expected log likelihood is

E(Z | X, M(0), B(0), λb(0), g(0))  (Log L(B, λb, Pm | X, Z, M, g)) = … a formula
Zi(0) = E( Zi | X, M(0), B(0), λb(0), g(0)) can be calculated as … a formula 

Therefore, can calculated expected log likelihood and expected Zi(0) from X, M(0), B(0), λb(0), g(0)
Maximization step:
Calculate parameters M(1), B(1), λb(1), g(1)  to maximize the expected log likelihood.

Formulas for each calculation.

Seed Matrices

In order to initiate the EM-step, how to get seeds M(0), B(0), λb(0), g(0)
Experimental Results

Compare DIMDon with other popular motif discovery algorithm MEME, based on a score definition for each predicted motif.
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